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Lecture 8-2: Elements of game theory



Game theory approach to water conflicts



Conflict and cooperation in water problems: an overview

• Cooperation is usually measured via 
the number of Treaties in time among
riparian States

• Conflicts is usually measured as the
number of unsolved water availability
problems between riparian states



Circa 1841 conflictive and 
cooperative events among
263 international river basins
have been recorded
between 1949 and 2000.

The number of cooperation
is bigger than conflicts

The claim that future wars (see Lecture 1) will be on water issues seems therefore
contraddicting!



Please, visit https://transboundarywaters.ceoas.oregonstate.edu/international-
freshwater-treaties-database

But, a novel forcing action has begun to play an unprecedent role, which is the perception 
of climatic effects on resources availability

https://transboundarywaters.ceoas.oregonstate.edu/international-freshwater-treaties-database
https://transboundarywaters.ceoas.oregonstate.edu/international-freshwater-treaties-database


Example treaties for Switzerland



It has been shown (Dinar et al 2005) that often is water 
scarcity to drive the process of cooperation among riparians to 
rivers that share more riparian states

Strategies begin to appear in order to maximize benefits of the 
involved riparian states

Objective functions are therefore discontinuous and classic 
optimization tools are not adequate!



The paradox is that a common problem (e.g., water scarcity) may
lead also to a common solution which may be suitable to all 
involved riparian states and modify win situation scenarios

GAME THEORY
(Zero sum vs Non-zero sum

games)



Why game theory in WRM?

1) Water-related conflicts usually involve a 
limited number of stakeholders (players) 
that are interrelated to each other

2) There is a greater scope for strategic
behaviour among players in water
related conflicts

3) The level of externalities associated
with water utilization is a big incentive
for cooperation
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treaties-database

https://transboundarywaters.ceoas.oregonstate.edu/international-freshwater-treaties-database
https://transboundarywaters.ceoas.oregonstate.edu/international-freshwater-treaties-database




• In a social setting, we have to 
assume common knowledge, i.e.
• Each player is rational
• Each player knows that
• Each player knows that each 

player knows that
• And so on and so forth

The foundation of strategic analysis



Prisoner’s dilemma

Two suspects are arrested by the police. The police 
has insufficient evidence for a conviction, and, 
having separated both prisoners, visit each of them 
to offer the same deal. If one testifies (defects from 
the other) for the prosecution against the other and 
the other remains silent (cooperates with the other), 
the betrayer goes free and the silent accomplice 
receives the full 10-year sentence. If both remain 
silent, both prisoners are sentenced to only six 
months in jail for a minor charge. If each betrays 
the other, each receives a three-year sentence. Each 
prisoner must choose to betray the other or to 
remain silent. Each one is assured that the other 
would not know about the betrayal before the end 
of the investigation. How should the prisoners act?



Payoff matrix: cooperative vs non-cooperative solutions

Prisoner B Stays Silent Prisoner B Betrays

Prisoner A Stays Silent Each serves 6 months Prisoner A: 10 years
Prisoner B: goes free

Prisoner A Betrays Prisoner A: goes free
Prisoner B: 10 years Each serves 3 years

Non-Cooperative solution

Cooperative solution



Example PD payoff matrix

3, 3 0, 5

5, 0 1, 1

Cooperate Defect
Cooperate

Defect

win-win lose much-win much

win much-lose much lose-lose

Cooperate Defect
Cooperate

Defect

Win-lose terminology



Nash equilibrium

A Nash equilibrium is a set of strategies 
which represents mutual best responses 
to the other strategies. In other words, if 
every player is playing their part of a 
Nash equilibrium, no player has an 
incentive to unilaterally change his or 
her strategy. Considering only situations 
where players play a single strategy 
without randomizing (a pure strategy) a 
game can have any number of Nash 
equilibria

Example PD payoff matrix

3, 3 0, 5

5, 0 1, 1

Cooperate Defect
Cooperate

Defect

win-win lose much-win much

win much-lose much lose-lose

Cooperate Defect
Cooperate

Defect

Win-lose terminology
Nash equilibrium, 
or lose-lose 
situation



Example of application to WRM

Two countries A and B are withdrawing water from 
a common aquifer as shown in the figure aside. The 
political border is sets the pumping stations of 
country A at a higher elevation than that of country 
B, for which pumping is therefore cheaper. Both 
countries sell the water to a common market and 
therefore receive the same benefits. The price of 
water depends on the total quantity being sold. 

What is the payoff matrix and can this help to find 
out a cooperative solution? 



Benefits are the same for both Countries, 
but costs are clearly different!
E.g., A pumps from a deeper aquifer than 
that where B does

Demand function for
water sold in the
international marked

Cost for pumping: e.g. 
CA = 0.6 $/m^3 CB = 0.2 $/m^3



The payoff matrix: build by using a cost-benefits approach

A pumps 2 and B pumps 2, Total water 
is 4, sold for 16$/m^3

Return for A is 16*(2)-2*(0.6)=30.8

Return for B is 16*(2)-2*(0.2)=31.8

A pumps 2 and B pumps 4, Total 
water is 6, sold for 9$/m^3

Return for A is 9*(2)-2*(0.6)=16.8

Return for B is 9*(4)-4*(0.2)=35.2

A pumps 4 and B pumps 2, Total 
water is 6, sold for 9$/m^3

Return for A is 9*(4)-4*(0.6)=33.6

Return for B is 9*(2)-2*(0.2)=17.6

A pumps 4 and B pumps 4, Total 
water is 8, sold for 4$/m^3

Return for A is 4*(4)-4*(0.6)=13.6

Return for B is 4*(4)-4*(0.2)=15.2



Simple, but very interesting result!

Non-coperative solution at Nash equilibrium (marked is dumped)

Cooperative solution (communication between players)



Conclusions

Transboundary water problems set generally on a complex background (historical, 
geographical, physical inequalities). 

Strategic rules may lead to non-smooth payoff results (discontinuous objective function), 
which preclude the use of classic optimization

One needs to account for possible cooperation among stakeholders and related
improvement toward an equilibrium solution

Game theory is often preferable cause defining payoff matrixes is often easier

Despite simple, such games help explaining why cooperation can improve the individual 
payoff level of typical PD non-cooperative solutions


